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Editorial

Balaka, the student Magazine, is the symbolof creativity and
fervour characterizing youth and energy. It started its jour-
ney from 1986 and continues through 2023. Balaka took its
flight even amidst the Covid Pandemic and the New Normal.
Students expressed their anxiety, unrest, assurance and
confidence through their artwork and literary flair. Teachers
and the Staff of our College also enriched the Magazine with
lucid creativity. Their undaunted spirit reclaimed its accolade
this year as well. We feel proud and inspired to publish our
latest edition of Balaka, 2023.

Consistency 1s success.

Joint Editors
Dr. Sudhangshu Kumar Sarkar

Prof. Indrani Chakraborty



FROM THE PRINCIPAL'S DESK

Our College magazine BALAKA, 2023 is going to be published with the co-opera-
tion of my students and cilleagues. Our student get the opportunity to manifest their
innovative though their writings in our magazine BALAKA. | also hope that we will be
successful in publishing ‘BALAKA' regularly.

With best wishes

Dr. Subrata Kumar Ray
Principal

Prabhu Jagatbandhu College
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When I 'look into your eyes,

I'see a deep dissatisfaction.

I don’tknow why you tell me a million lies,
I can give you enough motivation.

As I see you my heart cries,

You’re a part of creation.

Each part of me dies,

Whenever I feel your emotion.

Every creature of the world tries,

To live with perfection.

A little bird also flies,

To a certain destination.

If you bid your sorrow goodbyes,

You can also go through transformation.
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THE PARADOX OF OUR AGE.
RUPSHA MAITY

Ist sem
Physics Honours

We have bigger houses,

but small families;

More convenience,

but less time

Have more degrees,

but less senses ;

More knowledge ,

but less judgment

More experts,

but more problems;

More medicines,

but less healthiness

We have been all the way to the moon and back,
but have trouble crossing the street to meet the
new neighbor.

We build more computers to hold more information
to producemore copies than ever,

but have less communication;

We have become more on quantity,

but short on quality

These are times of fast food,

but slow digestion ;

Men are tall,

but short in character

Profits are steep,

but shallow relationship ;

It's a time when there is much in the buildings ,
but nothing in the rooms.
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UNCERTAINTY HANDLING IN BIG DATA
ANALYTICS EVALUATION:
A FUNDAMENTAL PERSPECTIVE FROM A

THEORETICAL VISUALIZATION

AMITAVA SARDER
Faculty
Department of Computer Science

"Big Data is at the foundation of all of the megatrends that are happening today, from
social to mobile to the cloud to gaming." - Chris Lynch, the ex CEO of Vertica [1]

Introduction- What is Big Data and Big Data Analytics

Big Data is a collection of large, complex data sets, including structured and unstructured
data, growing exponentially with time that cannot be analyzed using traditional database methods
and tools. According to Statista, the estimated volume of data created worldwide in 2022 is 97
zettabytes (270 bytes) [22]. We create data everywhere - in the quick Google search we do, in
the hundreds of texts we send on WhatsApp, in millions of Instagram photos and Tik Tok videos
we share, and even in the weather app we use on our smartphones.From smartphones to con-
nected cars, the explosion of the Internet of Things (IoT) has accelerated the data wagon
wheel[22].The technical advancements and the availability of massive amounts of data on the
Internet including online transactions, e-mails, videos, audios, images, streams of clicks, logs,
posts, search queries, health records, interactions with social networking, science data, sensors
and mobile phones and their application draw huge attention from researchers in the areas of
decision-making, data sciences, business applications, and government. When we say Big Data,
we aren't talking about megabytes and gigabytes but petabytes (more than a million gigabytes)
and exabytes (more than a billion gigabytes). Big Data Analytics (BDA), a popular tool for
Artificial Intelligence (Al) and Data Science, is the complex process of examining Big Data to
uncover information such as hidden patterns, correlations, market trends and customer prefer-
ences - that can help organizations make informed business decisions. Data-driven companies
take advantage of Big Data and business analytics for informed decision-making.
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Big Data Characteristics- From Three Vs to Ten Vs [2-10]

The main purpose of BDA is to provide accurate, reliable, and understandable information to
support decision making. Thus, the datasets should have some basic characteristics before start-
ing the analytics. In recent years, the characteristics of Big Data have grown from three V's to ten
V's as follows:

Seoven Vs ||

Tan ws|

Frgurse] 1). By Dala Charachwsbcs

1. Volume refers to the huge amount of the data (size) which is growing continuously for each
sector, it is immense and provides better prediction for the future

Example: In the year 2016, the estimated global mobile traffic was 6.2 Exabytes (6.2
billion GB) per month. Also, by the year 2020 we will have almost 40000 ExaBytes of data.

2. Velocity refers to how quickly the data can be analyzed in order to make decisions (ac-
cess); data is increasingly coming in big waves and it is important to obtain useful analytic infor-
mation inreal time.

Example: There are more than 3.5 billion searches per day are made on Google. Also,
FaceBook users are increasing by 22 % (Approx) year by year.

3. Variety refers to the extremely heterogeneous data sources both at the level of the schema
(structured, unstructured and semi-structured) including text, sensor, audio, video, graph, and
more.

Example: today data comes in an array of forms such as emails, PDFs, photos, videos,
audios, SM posts, and so much more.

4. Veracity is a Big Data characteristic related to consistency, accuracy, quality, and trust-
worthiness. Data veracity refers to the biasedness, noise, abnormality in data. It also refers to
incomplete data or the presence of errors, outliers, and missing values.

Example: Communications with customers that fail to convert to sales due to incorrect
customer information may be considered as Data Veracity. Poor data quality or incorrect data
can result in the targeting of wrong customers and communications, which ultimately cause a loss
in revenue.
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5. Value is described as the individual or organizational capability of turning Big Data into real
values, which includes an ability to collect and then leverage the data to achieve specific goals. It
refers to the social and economic value (mostly monetary) that Big Data may generate.

Example: Customer Lifetime Value, Average Order Value, Cancellation Rate are consid-
ered as valuable data whereas Data with missing or corrupt values, Data missing key structured
elements such as customer reference or date are considered as data with no value

6. Validity is the accuracy and correctness of the data with respect to the intended use. We
cannot simply take a data set, and trust without validating it.

Example: According to Forbes, an estimated 60 percent of a data scientist's time is spent
cleansing their data before being able to do any analysis.

7. Volatility is the responsibility for rapid and unexpected transitions. It refers to the rate of
change and lifetime of data.

Example- sentiments frequently change in social media and are highly volatile. An example
of low volatile data is weather trends which are easier to predict.

8. Variability, in Big Data Analytics, refers to the inconsistencies in the results i.e. it refers to
the data which keeps on changing constantly. It mainly focuses on understanding and interpreting
the correct meanings of raw data.

Example: A soda shop may offer 6 different blends of soda, but if we get the same blend
of'soda every day and it tastes different every day, that is variability.

9. Visualization refers to how we can present our data to the management for decision-
making purposes. It involves the presentation of data of almost any type in a graphical format that
makes it easy to read understand and interpret data.

Example: Atree map or a tile chart is used to visualize hierarchical structures, which are
represented by nested rectangles. In this way, size ratios can be vividly displayed by selecting the
area of the rectangles proportionally to the size of the data unit to be displayed.

10. Vulnerability relates to the security measures that need to be put in place so that the data
collected is processed in accordance with the legislation and the wishes of the customer.

Example: Poor Data Validation, Insecure Web Consoles, Lack of Basic Security Con-
trols, Inadequate Masking and Encryption, Weak Lineage and Data Auditing, to not have data
with multiple copies floating around are some of the examples of Big Data security vulnerabilities

Veracity in Big Data-Degree of Uncertainty [9] [11] [12] [13]

Veracity is a Big Data characteristic related to consistency, accuracy, quality, and trustworthi-
ness. Data veracity refers to the biasedness, noise, abnormality in data. It also refers to incom-
plete data or the presence of errors, outliers, and missing values. Some of the sources of Data
Veracity can be stated as Statistical Biases, Noise, Lack of Data Lineage, Abnormalities, Soft-
ware Bugs, Out of Date & Obsolete Data, Falsification, Uncertainty & Ambiguity of Data,
Information Security, Untrustworthy Data Sources, Duplication of Data, Human Error. The ve-
racity of a users data, dictates how reliable and significant the data really is. The high veracity of

42



Big Data has numerous records that are important to break down and that are valuable to an
organization analysis, contributing in a meaningful way to the overall results. Low veracity data,
usually contains a high percentage of pointless, non-valuable, 'noisy' and meaningless data, which
will not benefit an organization's analysis, thus leading to data uncertainty. Accumulating a lot of
data does not mean the data becomes clean and accurate. When collecting data from social
media sites, the data should be extracted directly from the social media site, instead of a third-
party system, as the quality of the data may be put at risk. All data must remain consolidated,
cleansed, consistent, and current for businesses to use the data efficiently to make the right
decisions. One of the key problems is the inevitable existence of uncertainty in stored or missing
values. Any uncertainty in a source causes its disadvantageous, complexity or inapplicability to
use. The effect of uncertainty is natural for Big Data. Uncertainty seems to exist almost always in
Big Data sources, due to the basic features -Volume, Variety, and Velocity.

According to C. J. Date concept,uncertainities in data may creep in due to the reasons like
inexistent value for the data element; value not formed yet at the moment; value exists, but un-
known; value exists, but not received (obtained);value is invalid (unacceptable);value not deter-
mined; value is inconsistent (corrupted);value is ambiguous; value is not accurate enough; value is
an empty etc.The categorization of uncertainties and choosing the appropriate approach based
on the classification is recognized as a key element to solve and eliminate the uncertainty problem
for Big Data source.

Big Data Analytics

Big Data Analytics (BDA) is the manner of examining large data sets to reveal undiscovered
patterns, unknown correlations, trends persisting in market, customer preferences and other
useful business information. The analytical findings can be fruitful into extra powerful marketing,
new revenue opportunities, better customer service, advanced operational efficiency, competi-
tive advantages over rival organizations and other business benefits[23].

Huge Data and Huge Storage
Huge Processing

Dhiversified Varieties

Faster Retrieval

Better Predichions

More Analysis

Value

Veracity

Validity & Volatility
Improved Decision Making

Characterisitcs
of Big Data

Analytics

Figure (2) Characteristics of Big Data Analytics [26]
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Current Strategies of Big Data Analytics [24]

The costs of uncertainty (both monetarily and computationally) and challenges in generating
effective models for uncertainties in Big Data analytics have become key to obtaining robust and
effective and high-performing systems. Fundamental strategies (shown in Figure 3) for Big Data
analytics may include divide-and-conquer, parallelization, incremental learning, sampling, granu-
lar computing, feature selection, and hierarchical classes.

Divide-and-conquer- In the context of Big Data analysis, the divide-and-conquer method-
ology, extensively used in the fields of high-performance computing and very large databases,
refers to a multiple-step process: first splitting a data set into several smaller ones; then analyzing
each set separately; and finally combining results from each analysis together. This approach is
effective in handling large data sets that are unsuitable to be analyzed entirely by a single com-
puter due to limits either from memory storage or computational time[27].

Parallelization- Parallel Processing allows a problem to be subdivided (decomposed) into
many smaller pieces that are quicker to process. The results from the smaller parts are combined
to produce the final result in a centralized aggregation step. There are several different forms of
parallel computing, such as bit level, instruction level, and task parallelism. It is worth mentioning
that parallelization cannot decrease workload but can reduce working hours[24][28].

Incremental learning- Incremental learning is a step-by-step learning process from batches
of data or streaming data at distinct

time intervals, and has the capability to stabilize the historical knowledge of the learning model
[29].Training is conducted only on the new incoming data blocks. One data block is used for
training only once. The major limitation of incremental learning is that the algorithm is required to
have good memory. For the data blocks trained already, its knowledge is considered as being
remembered well and saved within the model[24].

Sampling- Sampling is an old technique in probability and statistics. There are many typical
results of sampling, theoretically and technically. Commonly used sampling methods include simple
random sampling, systematic sampling, stratified sampling, cluster sampling, quota sampling, mini-
mum-maximum sampling, etc.Essentially; sampling technology is to study the relation between a
sample and the population. Big Data is one example of non-probability sample. There are great
challenges when using Big Data for finite population inference. The most critical issue is how to
handle selection bias in the Big Data sample. Adjusting for the selection bias in Big Data is an
important practical problem in survey sampling [24][30].

Granular Computing.- Granular Computing (GrC) is a general computation theory for ef-
fectively using granules such as classes, clusters, subsets, groups, and intervals to build an effi-
cient computational model for complex applications with huge amounts of data. Granular com-
puting models and algorithms are able to deal with uncertainty, impreciseness and fuzziness in
knowledge discovery and data mining processes by reducing the data size into different levels of
granularity[24][31].
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Feature Selection- Feature selection is a kind of dimensionality reduction method whose
primary task is to identify a significant feature subset from the large data set and eliminate those
irrelevant and redundant features without any significant loss of information or degradation of
learning performance, which results in better prediction accuracy When the scale of features is
too large (for example, over 100 trillion features), some unexpected difficulties may emerge
during the process of feature selection [24][32].

Uncertainty in Big Data and Big Data Analytics [14] [15]

BDA is the process of examining large
and varied data sets to uncover hidden pat-
terns, unknown correlations, market trends,
customer preferences and other useful in-
formation that can help organizations make
more-informed business decisions. Itis cru-
cial to eliminate or lower influence of un-
certainty because data without any analy-
sis does not have much value. Data uncer-
tainty occurs in every phase of Big Data
like data processing, data analyzing. In data
analysis, some algorithms are present to
overcome uncertainty and no of techniques ) incramental
exist to evaluate the level of uncertainty in
Big Data analysis. Big Data need to un- [
dergo advanced analysis process to remove -

uncertainty to get accuracy and establish a
trust of valuable output Figure (3): Seven fundamental strategies for BDA [24]
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Types of Uncertainty [17] [18] [19]

Uncertainty is a crucial measure of understanding what a model does not know. When the
model is complicated for explaining or the working condition is not well represented by the
training dataset, uncertainty can denote the inaccuracy and ambiguity of the output, contributing
to reliable decision making. Uncertainty is categorized into two types: epistemic (also known as
systematic or reducible uncertainty) and aleatory (also known as statistical or irreducible uncer-
tainty). As opposed to aleatoric uncertainty, epistemic uncertainty can in principle be reduced on
the basis of additional information. Epistemic uncertainty is attributed to missing information or
expertise. Given enough training samples, epistemic uncertainty will decrease.

Measuring Epistemic Uncertainty in Big Data [20]

The epistemic uncertainty can be represented in many ways including Probabilistic Theory,
Fuzzy Set, Possibility Theory, Rough Set Theory, Dempster-ShaferTheory of evidence, Grey
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Figure (4): Measuring uncertainty in Big Data [20]

Set etc. But the major challenge in it is the selection of appropriate mathematical structure for the
representation.

There are mainly two types of uncertainty found in Big Data-type i)incomplete, inaccurate and
incomplete data and type ii) Vague or ambiguous data. To evaluate the level of uncertainty in Big
Data analytics is a critical step and based on the level, the suitable uncertainty models and tech-
niques are used for accurately analyzing the Big Data. [20]. Probability Theory-Bayesian Sub-
jective Inference, Shannon's Entropy, Dempster-Shafer Theory (DST) of evidence with Belief
Function may measure and handle type [ uncertainty and Fuzzy Set Theory, Grey Set Theory,
Classification entropy, Rough Set Theory may measure type Il uncertainty[20].In the Bayesian
theory, subjective probabilities are based on a well-known accurate and comprehensible system
of axioms. Bayesian approach is applied to model the uncertainty associated with the probability
of failure, showing that the uncertainty can be reduced when new data are obtained [33]. In this
subjective interpretation, based on past event/prior knowledge, the probability is defined as an
expression of a rational agent's degrees of belief about uncertain propositions and predictions are
assessed with Bayesian Inference. Belief Function Theory study Big Data under the scope of
evidence and deal with conflict evidences of Big Data based on average width of cumulative
belief and plausibility measure concept [34] and thus aggregate imperfect data through an infor-
mation fusion process [20]. In probabilistic reasoning, probability theory is combined with logic
to handle the uncertainty when there are unpredictable outcomes and specifications or possibili-
ties of predicates becomes too large to handle, thus incorporating randomness by dealing with
the statistical characteristics of the input data[20][35]. Entropy varies on a scale from zero to one
and is used to quantify the uncertainty of the probability distribution concerning the possible
classification classes and to measure ambiguity between classes to provide an index of confi-
dence during classification[20][36]. Fuzzy sets help in the decision-making processes to detect
the uncertainties in mathematical order. Type-1 fuzzy sets, where each element of the feasible
domain has a membership degree of in between 0 and 1, model the uncertain parameters but
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cannot directly model the uncertainties generating from more than one source. [37]. Type-2 fuzzy
sets in which even elements are unclear, has Membership function to evaluate the association of
avalue to a set and thus can help to model the uncertainties that come from multiple sources[37]
.Fuzzy Logic handles the uncertainty in the real world associated with human perception by
creating an approximate reasoning mechanism[20][38]. The Shannon Entropy can measure the
uncertainty of a random process. The higher the Shannon Entropy, the bigger the information is
given by anew value in the process [39]. It can effectively use probability distribution to measure
uncertainty to determine the amount of missing information on average in a random source [40][41].
Rough set theory, with upper and lower approximations, provides a mathematical tool for rea-
soning on vague, uncertain or incomplete information[42][43][44]. Grey Sets apply the basic
concepts of grey numbers in grey systems. The combination of Grey Sets with Fuzzy Sets and
Rough Sets has been investigated for modeling systems with partial information [45]. Applying
the concept of Grey Sets, everything including data samples, data storage and data analysis tools
in data analytics is considered as grey in nature evolving the concept of Grey Data Analytics
(GDA) which refers to all facilities and operations to collect and manage data with uncertainties
[46].

Table 1- Comparison of uncertainty strategies [20]

Uncertainty models Features

Probability theory Powerful for handling randomness and subjective uncertainty
Bayesian theory where precision is required Capable of handling complex
Shannon's entropy data

Fuzziness Handles vague and imprecise information in systems that are

difficult to model Precision not guaranteed
Easy to implement and interpret

Belief function Handle situations with some degree of ignorance
Combines distinct evidence from several sources to com-
pute the probability of specific hypotheses

Considers all evidence available for the hypothesis Ideal for
incomplete and high complex data

Mathematically complex but improves uncertainty reduction

Rough set theory Provides an objective form of analysis
Deals with vagueness in data

Minimal information necessary to determine set membership
Only uses the information presented within the given data

Classification Entropy Handles ambiguity between the classes

Now, we examine several open issues of the impacts of uncertainty on BDA in the next section.
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Uncertainty perspective of Big Data Analytics

This section examines the impact of uncertainty on three Al techniques for BDA. Specifically,
we focus on Machine Learning (ML), Natural Language Processing (NLP), and Computational
Intelligence (CI), although many other analytics techniques exist. For each presented technique,
we examine the inherent uncertainties and discuss methods and strategies for their mitigation.

Traditional ML Techniques for Uncertainty Handling in Big Data

Parametric & Non-Parametric Machine Learning Algorithms

A ML algorithm is the method by which the Al system conducts its task by predicting output
values from given input data [47].Parametric machine learning algorithms simplify the function to
aknown form. This algorithm involves two steps: 1.Select a form for the function. 2. Learn the
coefficients for the function from the training data. Some more examples of parametric machine
learning algorithms include: Logistic Regression, Linear Discriminant Analysis, Perceptron, Na-
ive Bayes, Simple Neural Networks [25] [48].

Nonparametric methods are good when we have a lot of data and no prior knowledge, and
when we don't want to worry too much about choosing just the right features [48]. Non-para-
metric methods are often more flexible, achieve better accuracy

but require a lot more data and training time. Some examples of popular nonparametric ma-
chine learning algorithms are: k-Nearest Neighbors, Decision Trees like Classification & Regres-
sion Tree (CART) ,C4.5 as a Decision Tree Classifier, Support Vector Machines [25] [48].

Advanced ML Techniques for Big Data Analysis

The steps in ML techniques in BDA are: 1.Defining the problem; 2. Identification of data
source; 3. Collecting and selection of data; 4. Preparing the data; 5. Construction of the model;
6. Evaluation of the model; 7. Integration of the model [51]
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Fig 1. A framework of machine learming on big data (MLED)
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Transfer learning, distributed learning, feature learning, active learning and deep learning are
advanced ML techniques proposed for Big Data analysis.

—Transfer Learning :

Transfer learning is a technique in machine learning where a model trained on one task is used
as the starting point for a model on a second task to improve data gathering and learn in machine
learning (ML) using the data compiled before it has been introduced. TL is most applicable when
there is a limited supply of target training data. TL bridges the data from the source and targets
the task to find a possible better solution. [53][54].

—Distributed Learning

Distributed learning calculations on data sets distributed among several workstations to scale
up the learning process which helps to eliminate the traditional ML scalability problem[25].

—Deep Learning:

Deep Learning is a subfield of machine learning where algorithms are inspired by the structure
and function of the ANN [25].Deep learning is a subset of machine learning that trains a com-
puter to perform human-like tasks, such as speech recognition, image identification and predic-
tion making. It improves the ability to classify, recognize, detect and describe using data [55].Deep
learning is used to eliminate uncertainty in the form of incompleteness and inconsistency.

—Active learning:

Active learning attempts to address the issue of difficulty and time-consuming process in
learning from massive amounts of unlabeled data by selecting a subset of most critical instances
for labeling Active learning algorithms engage processes that automatically adjust parameters to
collect the most useful data as quickly as possible in order to stimulate ML activities and over-
come labeling problems [25][54].
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Challenges for ML techniques in BDA[25][52][56]

It become challenging when data is represented without labels and this unlabeled data leads to
unclear result because learning from unlabeled data is critical task. This issue can be solved by
active learning which selects subset of the most important instances for labeling. Learning from
data with low veracity which is uncertain and incomplete and data with low value unrelated to the
current problem are the uncertainty challenges of ML techniques. Active Learning, Deep Learn-
ing, and Fuzzy Logic Theory are among the ML techniques uniquely suited to support the chal-
lenge of reducing uncertainty in Big Data. Incomplete or imprecise training samples, unclear
classification boundaries, and rough knowledge of the target data leads to uncertainty, and this
kind of uncertainty can be removed by data cleaning, fuzzy logic, deep learning algorithm. As Big
Data may be too noisy to produce meaningful results, data analysis should include a step to
extract signal from noise directly following the steps of data collection and integration. Noise in
the context of generic Big Data analysis, needs to be considered in ML with Big Data. Data
Cleaning can be used as manipulation approach in ML and Deep Learning, Online learning,
Transfer Learning, Lifelong Learning Paradigms maybe used as partial resolution in ML ap-
proach for handling noisy and dirty data in BDA. Deep Learning, Transfer Learning, Lifelong
Learning Algorithms may be used as partial resolution for reducing uncertainty in Big Data which
impact the veracity of a dataset collected as sentiment data through social media or capturing
crowdsourcing data from a large group of people.

Natural Language Processing (NLP) Data Analysis Technique for Uncertainty Han-
dling [25]

NLP techniques can retrieve valuable insights from real-time dataset with the help of BDA.
NLP tackle text data to mitigate uncertainty which enables devices to analyze, interpret and even
generate text. Three effective NLP techniques are as follows:

Lexical knowledge acquisition is central part of design of language processors. LA tech-
nique is used to get information about the lexical units of a language.

Word sense disambiguation is used for sentences with multiple meanings to determine
which sense of word is used in particular sentences.

Part-of-speech (POS) tagging is used for finding function of the world by labeling catego-
ries such as noun, verb and adverbs. According to previous study in NLP-based techniques,
they have been applied to text mining including information extraction, topic modeling, text sum-
marization, classification, clustering, question answering, and opinion mining. Entity extraction
and information retrieval NLP techniques are also used to mange and shift through massive
amount of information in text form. Moreover, NLP techniques find semantic similarity among
available textual articles to create or recover traceability links like broken or missing links at run-
time.
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Challenges in NLP Techniques [25]

NLP techniques face challenges due to native approach for data analysis. In NLP, keyword
search algorithm performs efficiently in data mining terminology by collecting relevant word and
phrases form related dataset. But in the case where spelling error in present, it ignore that word
even though that word is relevant to a dataset. NLP techniques try to find co-related data with
exact string matching technique which again create problem in dataset formation because if exact
string did not match it will neglect the world which will be most relevant to dataset. In Pos tagging
also some challenges are need to overcome related to context because in different language same
word have different meaning which again create problems in dataset management.

Computational Intelligence (CI) Data Analysis Techniques to handle Uncertainty
[20][25]

Most of the computational techniques in CI hold an important value in Big Data analysis The
main advantage of using CI for Big Data Analysis is to remove uncertainty because it have
capability to tackle complicated data processes and analytics challenges such as high complexity.
Clisused in any processes where traditional techniques are not sufficient. Common techniques
that are currently available in CI are Artificial Neural Networks (ANN), Evolutionary Algorithms
(EAs), Fuzzy Logic and Decision Tree.

Artificial Neural Networks (ANN)

Fundamentally ANN techniques are capable of handling big amounts of uncertainty in data
depending on information that flows through the network and thus this make them most suitable
CI technique to deal with real-world application problem occurred in Big Data field.

Decision Trees

In decision tree model, where every node represents subset of large dataset, data is divided
into small sections and all sections simultaneously perform logic to develop related decision tree.
Decision tree model perform on traditional techniques as regression and classification model to
analyze data to lessen the uncertainty in complex data.

Evolutionary Algorithm (EA)

This is a multi-domain technique which can explore sample search space and manages at-
tribute interaction very efficiently. EAs are excellent tools for analyzing datasets which includes
high volume, variety, and low veracity. EA uses different type of data analysis techniques to
analyze high complexity data related to human activity

Fuzzy Logic
Fuzzy Logic use probability method to handle the uncertainties in data mining techniques in
real world. It uses quantifiers linguistic to provide a model for approximate reasoning and quali-

tative data to support CI in BDA to remove uncertainty. User-defined methodologies and inter-
pretable fuzzy rules can be used for inference and decision-making.
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Challenges in CI Techniques

Challenges in CI Technique consist of high degrees of uncertainty and outlier artifacts due to
the existence of noise in data and may be influenced by motion, noise, and unexpected environ-
ments which impact on results of data analysis. Novel and innovative computational technologies
are required for the acquisition, storage, distribution, analysis, and management of big data .More-
over algorithm function poorly when impacted by multiple factors to deal with one problem.
Current CI techniques face most of the challenges when dealing with the value and veracity
characteristics of Big Data [16][25].

Summary of mitigation strategies [16]

We put an Al, ML, CI and NLP based advanced data analysis techniques because of com-
plexity of Big Data for coping with uncertainty. Big data analysis can be optimized by employing
algorithms such as swarm intelligence, Al, and ML. These techniques are used for training ma-
chines in performing predictive analysis tasks, collaborative filtering, and building empirical statis-
tical predictive models. It is possible to minimize the complexity and uncertainty on processing
massive volumes of data and improve analysis results by using Cl-based big data analytics solu-
tions. Combining one or more Big Data characteristics will incur exponentially more uncertainty,
thus requiring even further study. The summary of Uncertainty mitigation strategies is depicted in
the following table.

Table 2- Uncertainty mitigation strategies [16]

Artificial intelligence Uncertainty Mitigation
Machine learning Incomplete training samples |  Active learning, Deep learning,
Inconsistent classification Fuzzy sets, Feature Selection
Learning from low veracity
and noisy data
Learning from unlabeled Active learning
data Scalability Distributed learning
Deep learning
Natural language Keyword search Fuzzy, Bayesian Independent
processing Ambiguity of words in POS| Component Analysis (ICA), A
Classification (Simplifying Library for Large Linear Classifi-
language Assumption) cation (LIBLINEAR) and multino
mial naive Bayes (MNB)
algorithm ICA, Open issue
Computational Low veracity, complexand | Fuzzylogic, EA Swarm
intelligence noisy data High volume, intelligence, EA, Fuzzy-logic
Variety based matching alogorithm, EA
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Conclusion and Future research directions [20] [21] [25]

The need for handling uncertainty in Big Data and BDA increases as uncertainty leads to
incomplete information and unpredictability. There are many techniques and approaches avail-
able to analyze the uncertainty and so also many inherent challenges. This article discusses how
uncertainty can impact Big Data, both in terms of analytics and the dataset itself. The main
diminution techniques to handle and overcome Big Data Uncertainty discussed are Probabilistic
analysis, fuzzy set theory, fuzzy logic and analysis, Bayesian Network analysis, Grey Data
Analytics,Dempster-Shafer theory of evidence, Rough Set theory etc..Also different proposed
ML techniques including

feature learning, deep learning, transfer learning, distributed learning, and active learning have
been reviewed for Big Data analysis, in terms of mitigating incomplete or imprecise training
samples, unclear classification boundaries, and rough knowledge of the target data, Also differ-
ent CLNLP Techniques have been mentioned as BDA Techniques for Uncertainty handling or
eliminating. It is found that there

are number of core problems need to be solved with existing technique and experimental
study need to be done for each advance techniques to analyze efficiency. CI algorithms like
active learning can help in diminish uncertainty in Big Data with better efficiency, so these algo-
rithms need to examine empirically with real world dataset. The issues surrounding the three to
ten V's of Big Data is stated, however many other

V's exist. Additional study must be performed on the interactions between each Big Data
characteristic, as they do not exist separately but naturally interact in the real world. The scalability
and efficacy of existing analytics techniques being applied to Big Data must be

empirically examined. New techniques and algorithms must be developed in ML and NLP to
handle the real-time needs for decisions making based on enormous amounts of data and effi-
ciently model with representation of uncertainty resulting from Big Data analytics. Since the CI
algorithms are able to find an approximate solution within a reasonable time, they have been used
to tackle ML problems and uncertainty challenges in data analytics and process in recent years.
However, there is a lack of CI metaheuristics algorithms to apply to Big Data analytics for
mitigating uncertainty. As more and more data is generated and collected, data analysis requires
scalable, flexible, and high performing tools to provide insights in a timely fashion. However,
organizations are facing a growing Big Data environment, where new tools emerge and become
outdated very quickly. Therefore, it can be very difficult to keep pace and choose the right tools.
The future of Big Data can be best described by the following quote by Geoffrey Moore in "The
Business Book", Dorling Kindersley Ltd, 2014[57]:

"Without Big Data, you are blind and deaf and in the middle of a freeway."
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